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Why Try To Work in Health?

•Improvements in health improve lives. 

•Same patient       different treatments across hospitals, clinicians.

•Improving care requires evidence.
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Why Try To Work in Health?

•Improvements in health improve lives. 

•Same patient       different treatments across hospitals, clinicians.

•Improving care requires evidence.

What does it mean mean to be healthy?
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Machine Learning In The Wild

Source: High-performance medicine: the convergence of human and artificial intelligence  Eric Topol, Nature Medicine Jan 2019 
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At/Above Human Performance
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Source: High-performance medicine: the convergence of human 
and artificial intelligence  Eric Topol, Nature Medicine Jan 2019 

Figure: Debbie Maizels / Springer Nature 
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How We Learn

Get clinical data from practice and knowledge. ew people. 
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How We Learn

Train machine learning models. ew people. 
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How We Learn

Predict clinical events and treatments.

Me?
Me?
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Predict clinical events and treatments.

Me?
Me?
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Learning From Practice
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Learning From Practice

[1] Shanafelt, Tait D., et al. "Changes in burnout and satisfaction with work-life balance in physicians and the general US working population between 2011 and 2014." Mayo Clinic 
Proceedings. Vol. 90. No. 12. Elsevier, 2015.

35% of 
doctors 
report 

burn-out.1
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Learning From Practice

35% of 
doctors 
report 

burn-out.1

56% do not 
“have time” to 

be 
empathetic.2 

[1] Shanafelt, Tait D., et al. "Changes in burnout and satisfaction with work-life balance in physicians and the general US working population between 2011 and 2014." Mayo Clinic 
Proceedings. Vol. 90. No. 12. Elsevier, 2015.
[2] Riess, Helen, et al. "Empathy training for resident physicians: a randomized controlled trial of a neuroscience-informed curriculum." Journal of general internal medicine 27.10 
(2012): 1280-1286.
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With Ethics Training, Bias Is Part of Medicine

• How does/should ML interact with fairness/health1,2,3,4,5?

15

[1] Continuous State-Space Models for Optimal Sepsis Treatment - Deep Reinforcement Learning … (MLHC/JMLR 2017);
[2] Modeling Mistrust in End-of-Life Care (MLHC 2018/FATML 2018 Workshop);
[3] The Disparate Impacts of Medical and Mental Health with AI. (AMA Journal of Ethics 2019);
[4] ClinicalVis Project with Google Brain. (*In submission);
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Learning From Knowledge

Randomized Controlled Trials (RCTs) are rare and expensive, and can encode 
structural biases that apply to very few people. 



17

Learning From Knowledge

Randomized Controlled Trials (RCTs) are rare and can encode structural 
biases that apply to very few people. 

[1] Smith M, Saunders R, Stuckhardt L, McGinnis JM, Committee on the Learning Health Care System in America, Institute of Medicine. Best Care At Lower Cost: The Path To Continuously Learning Health Care In America. 
Washington: National Academies Press; 2013..

10-20% of Treatments are 
based 

on RCTs
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Learning From Knowledge

Randomized Controlled Trials (RCTs) are rare, biased, 

[1] Smith M, Saunders R, Stuckhardt L, McGinnis JM, Committee on the Learning Health Care System in America, Institute of Medicine. Best Care At Lower Cost: The Path To Continuously Learning Health Care In America. 
Washington: National Academies Press; 2013.
[2] Travers, Justin, et al. "External validity of randomised controlled trials in asthma: to whom do the results of the trials apply?." Thorax 62.3 (2007): 219-223.

6% of Asthmatics Would 
Have Been Eligible for 
Their Own Treatment 

RCTs. 

10-20% of Treatments are 
based 

on RCTs
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Learning From Knowledge

Randomized Controlled Trials (RCTs) are rare, biased and possibly wrong.

[1] Smith M, Saunders R, Stuckhardt L, McGinnis JM, Committee on the Learning Health Care System in America, Institute of Medicine. Best Care At Lower Cost: The Path To Continuously Learning Health Care In America. 
Washington: National Academies Press; 2013.
[2] Travers, Justin, et al. "External validity of randomised controlled trials in asthma: to whom do the results of the trials apply?." Thorax 62.3 (2007): 219-223.
[3] Meta-Research: A comprehensive review of randomized clinical trials in three medical journals reveals 396 medical reversals. Herrera-Perez, Diana, et al. eLife 8 (2019): e45183 
[https://elifesciences.org/articles/45183]

Over 10% of 3,000+ of top journals studies are “medical reversals”.3 

6% of Asthmatics Would 
Have Been Eligible for 
Their Own Treatment 

RCTs. 

10-20% of Treatments are 
based 

on RCTs
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Machine Learning What Is Healthy?

Can we use data to learn what is healthy?

Mobile data
Social Network

Internet Usage

Genomic Data

Environmental Data

Medical Records

MEDICAL DATA
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Data

22
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Data Is Increasingly Available

• EHRs (Electronic Health Records) are used by:
• Over 80% of US hospitals.1

• Over 60% of Canadian practitioners.2

[1] "Big Data in Health Care". The National Law Review. The Analysis Group, Inc. 
[2] Chang, Feng, and Nishi Gupta. "Progress in electronic medical record adoption in Canada." Canadian Family Physician 61.12 (2015): 1076-1084
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Where do we get the EHR?

• ML4H is currently defined by ONE dataset - MIMIC from the 
Beth Israel Deaconess Medical Center ICU. 1

Signals

Numerical 

Narrative

Traditional

Nurse 
Note Doc Note Discharge NoteDoc Note Path 

Note

00:00 12:00 24:00 36:00 48:00

Billing Codes
Diagnoses

Age
Gender

Risk Score

Misspelled 
Acronym-laden 
  Copy-paste

Irregular Sampling
Sporadic

Spurious Data 
Missing Data

Biased

[1] Johnson, Alistair EW, et al. "MIMIC-III, a freely accessible critical care database." Scientific data 3 (2016).
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MIMIC is a Huge Resource

• Documentation Usage:
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MIMIC is a Huge Resource

• Users per day on the code repo:

Green is 
number of 
visits - left 
axis.

Blue is number of unique 
users - right axis
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MIMIC is a Huge Resource

• Number of researchers approved for MIMIC:
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Algorithms

• Advances in ML (model-side and optimization side) allow large tensors of 
data with (relatively) little knowledge

• Available ML resources
• Python’s scikit-learn, TF, Torch, Theano, Keras   

• High-dimensional 
feature-space

• Semi- and 
un-supervised 
techniques
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What models are 
healthy?

Me?
Me?

What healthcare is 
healthy?

What behaviors are 
healthy?

Machine Learning For Health (ML4H)

Where Machine Learning can lead.
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ML As a Regulated Advice-Giver

30

At least 12 additional AI 
applications have been 
cleared by FDA since the end 
of 2018, a total of 26 to date.

Source: High-performance medicine: the convergence of human 
and artificial intelligence  Eric Topol, Nature Medicine Jan 2019 
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#0) Machine Learning Is Here To Stay.

31

2012 2013 2014 2015 2016 2017 2018 2019

NeurIPS/ML4H
NeurIPS/Clinical Data & 

Genomics

Stanford’s Big Data in Precision Health Conference

KDD/Health Day

WWW/Web of 
Health

AAAI/Health Intelligence

Machine Learning for Healthcare (MLHC) 
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#1) Let’s Talk About Race 

• Lack of ethnicity data in Canadian EHR 
is itself a bias. 

• Regularly ensuring that we check our 
models will protect and audit care. 

• Adding sensitivity analysis is easy. 

• Not auditing our models is a liability for 
our technical leadership. 

32

https://theconversation.com/how-anti-fat-bias-in-health-care-endangers-lives-115888

https://theconversation.com/the-fight-for-the-right-to-be-a-mother-9-ways-racism-impacts-maternal-health-111319

https://theconversation.com/racism-impacts-your-health-84112

https://torontoist.com/2016/04/african-canadian-prison-population/
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#2) Understanding Trust Has Real Impact

• Physician-patient race-match reduces the likelihood of in-hospital 
mortality by 0.14 percentage points (13% reduction relative to overall)1.

• Black doctors ~50 / 72% more successful at getting black male patients to 
agree to diabetes tests+flu shot/cholesterol screening2.

• Gender concordance increases a patient’s probability of heart attack 
survival, the effect is driven by increased mortality when male physicians 
treat female patients3. 

33

[1] "A Doctor Like Me: Physician-Patient Race-Match and Patient Outcomes," by Andrew Hill, Daniel Jones, and Lindsey Woodworth, 2018. 
[2] "Does Diversity Matter for Health? Experimental Evidence from Oakland," by Marcella Alsan, Owen Garrick, and Grant C. Graziani, NBER Working Paper Series, 2019.
[3] "Patient–physician gender concordance and increased mortality among female heart attack patients," by Brad N. Greenwood, Seth Carnahan, and Laura Huang, in Proceedings 
of the National Academy of Sciences of the United States of America, 2018. 
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[1] "A Doctor Like Me: Physician-Patient Race-Match and Patient Outcomes," by Andrew Hill, Daniel Jones, and Lindsey Woodworth, 2018. 
[2] "Does Diversity Matter for Health? Experimental Evidence from Oakland," by Marcella Alsan, Owen Garrick, and Grant C. Graziani, NBER Working Paper Series, 2019.
[3] "Patient–physician gender concordance and increased mortality among female heart attack patients," by Brad N. Greenwood, Seth Carnahan, and Laura Huang, in Proceedings 
of the National Academy of Sciences of the United States of America, 2018. 

“... mortality rates decrease when male physicians 
practice with more female colleagues or have treated 
more female patients in the past”.
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#3) Health Data As A Resource; Treat It That Way.

• All data is valuable; health data particularly so.

• Robust algorithms require large scale datasets for research use.

35
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A Decade of Vetted Access to De-identified Data

36

36

• MIMIC has been around for over a decade.

• No lawsuits or newspaper headlines regarding privacy failures.

• Vetted access to de-identified data demonstrably safe, even for a single 
source in a small city.
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The MIMIC Model Works - ICES/GEMINI Next?

• Accessible, de-identified clinical 
dataset

• Vetted users under EULA
• Streamlined access to data
• Enabling collaboration, 

benchmarking, reproducibility
New researchers approved for MIMIC:

Machine Learning in Health overfits models to MIMIC:

Funded NIH Grants based on MIMIC (~$1.3M in 2018):
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Speech or Vision?
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Extracting Knowledge is Hard in Health 

•Data are not gathered to answer your hypothesis.

•Primary case is to provide care.

•Secondary data are hard to work with.

Heterogenous
Sampling
Data Type
Time Scale

Sparse
Unmeasured
Unreported

No Follow-up

Uncertainty
Labels
Bias

Context

.
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Potential Differences

• Much important work is unsupervised or semi-supervised
• Disease subtyping or trajectory prediction

• Causal Questions
• Naive supervised learning can be disastrous

• Technical considerations for models
• Missing data, asynchronous time, lack of labels, censoring, small samples

• Human-centric Decisions
• Robustness is necessary
• Deployment must consider fairness and accountability



42

What was Published
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What was Printed
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What they Should Have Included

“Every person was facing forward, well-lit, and spoke in a 
standardized sentence structure… a command, color, preposition, 
letter, number from 1-10, and an adverb. Every sentence follows 

that pattern.”
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Lack of Expertise Is Challenging

•  Media can create unrealistic expectations.

                                             +                         ≠   Insight
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Be Careful What You Optimize For

• ML can be confidently wrong.1, 2

[1] Nguyen, Anh, Jason Yosinski, and Jeff Clune. "Deep neural networks are easily fooled: High confidence predictions for unrecognizable images." Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition. 2015.
[2] Su, Jiawei, Danilo Vasconcellos Vargas, and Sakurai Kouichi. "One pixel attack for fooling deep neural networks." arXiv preprint arXiv:1710.08864 (2017).

or
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Natural Born Expertise Makes This Easier 

• Humans are “natural” experts in NLP, ASR, Vision evaluation.1

[1] Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. "Why should i trust you?: Explaining the predictions of any classifier." Proceedings of the 22nd ACM SIGKDD international 
conference on knowledge discovery and data mining. ACM, 2016.
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How Do We Know When We’re Wrong?

• Hyper-expertise makes attacks in clinical data harder to spot.1

[1] Finlayson, Samuel G., Isaac S. Kohane, and Andrew L. Beam. "Adversarial Attacks Against Medical Deep Learning Systems." arXiv preprint arXiv:1804.05296 (2018).
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Healthy Models Require Domain Knowledge

• Learning without understanding is dangerous.1

                                “HasAsthma(x) ⇒ LowerRisk(x)” 

[1] Caruana, Rich, et al. "Intelligible models for healthcare: Predicting pneumonia risk and hospital 30-day readmission." Proceedings of the 21th ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining. ACM, 2015.

“...aggressive care 
received by asthmatic 

pneumonia patients (in the 
training set) was so 

effective that it lowered 
their risk of dying from 

pneumonia compared to 
the general population…”
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Many Opportunities
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Many Opportunities

ML Work Needed!

Health Opportunities!

Technical Challenges!
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What models are 
healthy?

Me?
Me?

What healthcare is 
healthy?

What behaviors are 
healthy?

Machine Learning For Health (ML4H)
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Clinical Intervention Prediction & Understanding Deep Networks

• Predicting interventions for 34,148 ICU patients’ time-varying vitals and 
labs, clinical notes, demographics.

• Feature-level occlusions to identify importance of information 
Physiological data were 

more important for the 
more invasive 
interventions.

Harini Suresh, Nathan Hunt, Alistair Johnson, Leo Anthony Celi, Peter Szolovits, Marzyeh Ghassemi. 
In Proceedings of Machine Learning for Healthcare 2017, JMLR WC Track V68
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Rethinking Clinical Prediction

• Out of sample generalization is particularly important in clinical settings. 

• Only models trained on all previous data using clinically aggregated 
features generalise across hospital policy changes and year of care.

55

Bret Nestor, Matthew B.A. McDermott, Geeticka Chauhan, Tristan Naumann, Michael C. Hughes, Anna Goldenberg, Marzyeh Ghassemi.
In Proceedings of Machine Learning for Healthcare 2019, JMLR WC Track.

Three training paradigms for mortality prediction in MIMIC III. Item-ID and Clinically Aggregated 
representations are trained on 

A) 2001-2002 data only,                   B) previous year only,               C) all previous years. 

Dashed line is year-agnostic model performance, aka what most papers report for performance.
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Semi-supervised Biomedical Translation with Cycle Wasserstein 
Regression GANs

• Predicting the physiological response of a patient to a treatment.

• Improved intervention response prediction on ~500 paired, ~3,000 unpaired 
patients using cycle/self-consistency.

Matthew McDermott, Tom Yan, Tristan Naumann, Nathan Hunt, Harini Suresh, Peter Szolovits, and Marzyeh Ghassemi.
In Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence (AAAI-18)

Intervention Type

Model MSE Ventilation Norepinephrine Dopamine Epinephrine

Baseline MLP 3.780 2.829 2.719 3.186

CWR-GAN (% Delta) -0.5% -7.4% +2.7% -4.5%
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Modeling the Biological Pathology Continuum with 
HSIC-regularized Wasserstein Auto-encoders

• Regularized generative model for “transparent” latent features; create 
latent representations that model pathology continuum. 

• HSIC enforces dependency so that latent dimension models continuous 
morphological change corresponding to provided side information.

Denny Wu, Hirofumi Kobayashi, Charles Ding, Lei Cheng, Keisuke Goda, Marzyeh Ghassemi
In NeuroIPS 2018 Machine Learning for Health (ML4H) Workshop;

Plot test images on latent space of ~10,000 images from 
leukemia cell line K562 with dilutions of adriamycin. 

Test images show class separation on x (dependant axis), 
but not on y (1st PC of independent axes).

Generated images sampled from the dependent axis and 
the 1st PC of all other axes; generated cells vary in shape.
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Clinically Accurate Chest X-Ray Report Generation

• Automatically generate radiology reports given medical radiographs.

• Chest X-Ray radiology report generation:
• First predict the topics discussed in the report.
• Conditionally generate sentences corresponding to these topics.

• CNN-RNN-RNN structure gives model the ability to use largely templated 
sentences and generate diverse text.

58

CNN
RNN

RNN

Guanxiong Liu, Tzu-Ming Harry Hsu, Matthew McDermott, Willie Boag, Wei-Hung Weng, Peter Szolovits, Marzyeh Ghassemi. 
In Proceedings of Machine Learning for Healthcare 2019, JMLR WC Track
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The Effect of Heterogeneous Data for Alzheimer’s Disease Detection from Speech

• Augment with multi-task healthy data and analyze class boundaries

59

NeurIPS 2018 ML4H Workshop
Aparna Balagopalan, Jekaterina Novikova, Frank Rudzicz, Marzyeh Ghassemi

Adding in same task 
healthy data (122 
samples)
Pic. descriptions (PD); 
28.6% out of task error 

Adding in different 
structured task healthy 
data (327 samples)
PD + structured tasks; 
17.8% out of task error

Adding in general 
speech healthy data 
(231 samples)
 PD + general speech; 
3.6% out of task error

Class boundaries with RF classifier for datasets with their out-of-task error shown in bold; scattered points shown belong to 
the train set in each case. For models trained using general, task-independent features on picture description (Fig. a) & 
other structured tasks from HAFP such as fluency (Fig. b), decision boundaries are patchy as a result of few, far-lying 
points from the classes (e.g, in the fourth quadrant), leading to misclassifications on other tasks with varying feature 
ranges. However, on datasets consisting of general, unstructured conversations, this does not happen Fig. c
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Another Popular Application: Sepsis Prediction!

Slides Courtesy of Michael Hughes
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Goal is Risk Prediction

Treat with antibiotics

Diagnose sepsis
Identify infection

Credit: Futoma et al. 2017
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Model + Evaluation

AUC for sepsis classifier (4 hrs beforehand) is 0.84 MGP-RNN, 0.73 RNN, 0.71 NEWS.

Credit: Futoma et al. 2017
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Deployment in Clinical Workflow

Credit: Futoma et al. 2017
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Health Questions Beyond The Obvious

[1] “Ethical, social, and political challenges of artificial intelligence in Health”. Wellcome Trust April 2018. © Future Advocacy.
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Can AI Help Reduce Disparities in Medical/Mental Health Care?

• Significant differences in model accuracy for race, sex, and insurance type in 
ICU notes and insurance type in psychiatric notes.

65

Irene Y. Chen, Peter Szolovits, and Marzyeh Ghassemi. 
In AMA Journal of Ethics, 2019
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Course Staff

• Marzyeh Ghassemi (instructor)
• Assistant professor in CS/Medicine, Faculty at Vector
• PhD at MIT, Visiting Researcher at Verily
• Leading the machine learning for health research group

• Taylor Killian (teaching assistant)
• Nathan Ng (teaching assistant)
• Haoran Zhang (teaching assistant)

• We prefer Piazza to e-mail. 
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Prerequisites

• CS2541 will be capped to students who have an appropriate background. 

• If you are interested in taking the course, fill out the course application: 
https://goo.gl/forms/DFm2SPYZTUiVrsEk2 
by 11:59PM EST today.

• You must have an undergraduate-level ML class, and comfort with:
• Machine learning methodology 
• Supervised machine learning techniques (e.g. L1 LR, SVMs, RF)
• Optimization for ML (e.g. SGD)
• Clustering (e.g. KNN)
• Statistical modeling (e.g. GMMs)

https://goo.gl/forms/DFm2SPYZTUiVrsEk2
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Logistics

• Course website:
https://cs2541-ml4h2020.github.io 

• Piazza: 
https://piazza.com/utoronto.ca/winter2020/csc2541

• Grading:
• 20% Homework (3 problem sets)
• 10% Weekly reflections on Markus (5 questions)
• 10% Paper presentation done in-class (sign-up after the first lecture)
• 60% course project (an eight-page write up)

https://cs2541-ml4h2020.github.io
https://piazza.com/utoronto.ca/winter2020/csc2541
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Schedule
Jan 9, 2019,   Lecture 1: Why is healthcare unique?
Jan 16, 2019, Lecture 2: Supervised Learning for Classification, Risk Scores and Survival
Jan 23, 2019, Lecture 3: Clinical Time Series Modelling
Jan 30, 2019, Lecture 4: Causal inference with Health Data --- Dr. Shalmali Joshi (Vector)

Problem Set 1 (Jan 31 at 11:59pm)

Feb 6, 2019,   Lecture 5: Fairness, Ethics, and Healthcare  
Feb 13, 2019, Lecture 6: Deep Learning in Medical Imaging -- Dr. Joseph Paul Cohen (MILA)

Project proposals (Feb 13 at 5pm) and Problem Set 2 (Feb 14 at 11:59pm)
Feb 20, 2019, Lecture 7: Clinical NLP and Audio -- Dr. Tristan Naumann (MSR)
Feb 27, 2019, Lecture 8: Clinical Reinforcement Learning

Mar 5, 2019,   Lecture 9: Interpretability / Humans-In-The-Loop --- Dr. Rajesh Ranganath (NYU)
Mar 12, 2019, Lecture 10: Disease Progression Modelling/Transfer Learning -- Irene Chen (MIT)
Mar 19, 2019, Lecture 11: Clinical Workflows and Epidemiology
Mar 26, 2019, Course Presentations

April 4, 2019,  Course Presentations
Project Report (Apr 3 at 11:59pm)
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• Problem Set 0, e.g., do it this week!
• CITI “Data or Specimens Only Research” training 

https://mimic.physionet.org/gettingstarted/access/ 

• There will be three problem sets, each worth 6.67% of the final grade. 
Problem sets must be done individually.

• Help sessions to be scheduled on Piazza as needed. 

Homework

https://mimic.physionet.org/gettingstarted/access/
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Problem Set 1

● Clinical timeseries modelling and prediction.
● Due: Jan 31 at 11:59 pm on Markus

Problem Set 2

● Fairness in a clinical machine learning.
● Due: Feb 13 at 11:59 pm on Markus

Problem Set 3

● Clinical reinforcement learning.
● Due: Mar 6 at 11:59 pm on Markus

Homework
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Weekly Reflections

• Each week, students will select one paper from the reading list, and 
complete a series of reflection questions.

• Each weekly reflection will be due at 12 pm on Thursday (i.e. 1 hour prior to 
the start of lecture) on Markus.

• There will be ten reflections, each worth 1% of the final grade, questions: 
• What is the motivation for the research?
• What is the problem they are solving?
• What is the approach they use?
• What is the contribution this makes (i.e., over existing work)?
• What is the secret terrible thing about the work?
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Paper Presentations

• The in-class paper presentations are worth 10% of your class grade. 
Presentations can be done on your own, or in teams of 2, and should be 15 
minutes. Plan to cover:

What motivated the work
What problem the paper is trying to solve
The approach used in the paper
The technical or clinical significance of the paper
The secret terrible thing that a casual reader might not notice
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Projects

• Teams 4-5 students, one project report/presentation.
• Project proposals (one per group): Feb 13 at 5pm
• Project presentations: Mar 26 and Apr 2 in class
• Project report (one per group): April 3rd, at 11:59 pm.

• Many possible projects with local clinical mentors
• Pro: Collaborative opportunities for long-term research with impact!
• Con: May be restrictions to access.

• Can also design your own with public data
• Pro: Download and go!
• Con: Difficult to find mentors. 
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Projects Sources

• MIMIC: ~40k patients from the BIDMC ICU.

• GEMINI: ~240k admissions from Toronto-area teaching hospitals.

• ICES: Longitudinal data on population of Ontario.

• Kaggle: A few health-related datasets.

• UK Biobank Data: ~500k volunteers in the UK.

• BYOD: Whatchu got?
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And More!

• ER wait times data 

• Reddit text from mental health forums

• Reddit photographs of data (stitches)

• Doctor labelling with Odesk


